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Abstract. Thesplit basisfor the symmetric groupSn is adapted toSn and to the product subgroup
Sn−a × Sa . We consider matrices transforming between split bases and the standard Young–
Yamanouchi basis of the symmetric groupSn. We present a conjecture for directly relating those
transformation matrices to a representation matrix, in the Young–Yamanouchi basis, of a cycle
permutation. Thisblock-selectiveconjecture agrees with previously obtained solutions for the
transformation matrices up to, and including,S6. In particular, the conjecture provides a correct
solution for the early occurrences of multiplicities in the productSn−a × Sa . To motivate the main
result of this paper we first present transformations between permuted symmetric groups.

1. Introduction

The coupling (3jm) and recoupling (6j ) coefficients of unitary groups are often useful for
simplifying many-body calculations in physics and chemistry. Schur–Weyl duality relates the
unitary group coefficients to different types of symmetric group coefficients (Elliottet al1953,
Kramer 1968, Vanagas 1971, Haase and Butler 1984a, b). In particular, the unitary group 6j

are related to subduction coefficients ofSn. TheSn subduction coefficients transform between
one basis adapted toSn, to Sa × Sb, and then toSa × Se × Sd ; and a second basis, adapted to
Sn, to Sc × Sd , and toSa × Se × Sd , wherea + b = a + e + d = c + d = n.

The subduction coefficients can be expressed in terms of transformation coefficients
between the standard Young–Yamanouchi basis and a second basis adapted to a direct product
subgroup of the formSa×Sb. Elliott et al(1953) introduced this particular type of non-standard
basis. We call it asplit basis, and denote it as theSn–Sa,b basis.

Since Elliottet al (1953) many techniques have been given for calculating split–standard
transformation coefficients. The investigation of these coefficients is incomplete. Several
issues are of particular interest.

Firstly, there are some numerical methods for calculating the coefficients. However, they
require non-direct operations such as diagonalization or recursion (Horie 1964, Kaplan 1961,
Kaplan 1975, Chenet al 1983, Pan and Chen 1993). Such methods may begin with well
understood representation matrices, but non-direct operations on those matrices insure the link
between the bases is purely numerical. No insight into the structure of the transformations can
be obtained.
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Secondly, closed algebraic formulae exist for some cases (Horieet al 1964, Hamelet al
1996), for example when the Ferrers diagram labelling an irrep has two or fewer columns
(Suryanarayana and Rao 1982). Tools exist for deriving algebraic solutions independent of
n. One such technique is the linear equation method (McAvenet al 1998, Panet al 1993).
However, the linear equation approach restricts one to deriving algebraic solutions for particular
a andb. Transformations between theSn basis and theSn–Sn−2,2 basis were obtained some time
ago (Kaplan 1961, Kaplan 1975). Recently, the linear equation method (Panet al 1993) was
used to calculate the transformations between theSn basis and theSn–Sn−3,3 basis (McAven
et al1998). They present case by case general solutions which are independent ofn but depend
on the relative values ofa andb. Although useful, the linear equation method is therefore
unlikely to give a general algebraic formula for alln, a andb.

Thirdly, the transformation coefficients up to and forS6 have been calculated and
published. The irrep [3 2 1] ofS6 occurs twice in the decomposition of the square of the
irrep [2 1] of S3. Thus there is a multiplicity freedom in the transformation matrix between
theS6 basis and theS6–S3,3 basis. Different choices have been made (Chenet al 1983, Pan
et al 1993). A recent investigation of theSn basis toSn–Sn−3,3 basis transformation (McAven
et al 1998) presents considerations which can be applied to obtain a simple form for the
multiplicity separation. However, only this simplest multiplicity class has been investigated
(McAvenet al1998). The multiplicity resolution remains a significant problem for developing
a combinatorial prescription for split–standard transformation coefficients; how should the
multiplicity separation be chosen, if it can be, without explicit dependence onn, a or b?

We have a technique which addresses a number of the issues mentioned above. We call
this theblock-selective conjecture. There are several significant features.

Firstly, the conjecture is direct in the sense that the numerical methods are not. The block-
selective conjecture begins with the standard basis representation of a well prescribed cycle
permutation. The Littlewood–Richardson rule is used to select blocks out of the matrix. The
resulting matrix is then normalized.

Secondly, the relationship between the split and standard bases is made more apparent,
as the ratios of entries in the transformation matrix are the ratios of entries in the appropriate
permutation matrix.

Thirdly, only one representation matrix in theSn basis needs to be calculated, compared
with many required for the construction of the complete sets of commuting operators used in
Chenet al (1983). Using recent methods (Rettrupet al 1996, Wuet al 1994) any permutation
can be expressed as the product of two matrices, one for the irrep and the other for the
permutation. Thus our method requires much less calculation than that of Chenet al (1983).

Finally, the block-selective conjecture can be used to make a universal, although not
algebraic, choice of multiplicity separation. The method is independent ofn, a orb. Similarly,
the conjecture makes consistent phase choices.

The problems in obtaining a general algebraic solution, particularly with multiplicity
separation issues, suggest that a more realistic aim is a combinatorial recipe for any split–
standard transformation coefficient.

The paper is structured as follows. In section 2 we provide some background. We refer
the reader to McAvenet al (1998), and references therein, for background information on
the standard and split bases and the ordering of basis tableaux in those bases. We discuss,
in particular, the well known association between basis tableaux and sets of partitions, for
standard and split bases.

In Hamelet al (1996) a dual basis, constructed by removing lower labelled boxes first
(rather than highest labelled boxes first, as in the standard basis), is related to the standard
basis. In section 3 we generalize that result. We find the transformation between the standard
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basis and a basis described by the removal of any single box at each leveli, 1 6 i 6 n. The
appropriate transformation matrix is shown to simply be a (permuted) representation matrix,
in the standard basis, of a permutation.

Section 4 naturally extends those results to the reordering of split bases. Thus, we consider
the transformation from theSn–Sa,b basis to theSn–Sb,a basis. Rather than just considering
the rearrangement of one box at a time, we are able to consider any number of boxes being
moved around. The transformation matrix is shown to be a (permuted) representation matrix
of a cycle permutation in a split basis. More general permutations describe transformations to
bases with boxes removed in different orders.

Compared to the aim of obtaining the split–standard transformation coefficients, those
results may seem to be of limited use. However, they serve the purpose of motivating
our conjecture for calculating split–standard transformation coefficients. We introduce the
conjecture in section 5. The block-selective conjecture also uses representations of cycle
permutations as a basic structure for the transformation matrix. However, the cycle permutation
is now in the well understood standard basis, rather than in a split basis. We discuss the
conjecture, before considering in section 5.1 some considerations relating to multiplicity
separations.

We summarize and discuss our results in section 6.

2. Background

Much of the necessary background has previously been given in McAvenet al (1998). In
particular, see McAvenet al (1998) for the definitions ofjeu de tacquin, and for the first-letter
ordering of split and standard bases. We will restate critical points as we introduce other
background material. The labelling of basis vectors using Young tableaux is well known.
However, the permuted basis transformations to be discussed in sections 3 and 4 depend
so vitally on the relationships between labels, Young tableaux and basis vectors that a brief
discussion on those relationships is useful here.

Let us then describe the labelling of the basis vectors for irreps in the standard basis. The
number of conjugacy classes of a group is equal to the number of inequivalent irreps. Since
partitions ofn can be used to label the classes ofSn, they are also used to label irreps ofSn.
A partition [λ] of n into i parts may be written as [λ1, λ2, . . . , λi ] such that

∑i
j=1 λj = n and

theλj are weakly decreasing (λj > λj+1, ∀j ).
A useful way to manipulate the irreps through the partition labels is to use diagrams and

tableaux. By forming a left-justified array withλj boxes on thej th row and with thekth row
below the(k − 1)th row, we obtain a Ferrers or Young diagram. Having identified the irreps
of Sn we can discuss the basis vectors which span the irreps. One way of labelling the basis
vectors is to look at their behaviour under the chain of subgroups,

Sn ⊃ Sn−1 ⊃ Sn−2 · · · ⊃ S2. (2.1)

To understand the resulting labelling let us examine the reduction of irreps fromSn to Sn−1.
The irreps of the groupSn−1 may also be labelled by partitions. However, theSn andSn−1

partitions must differ only in one part, smaller by one in theSn−1 partition. This is equivalent to
retaining Ferrers diagrams onn−1 boxes obtained by removing one outer box from the Ferrers
diagram for theSn irrep. Recording theSn irrep (partition) and theSn−1 irrep we have a basis
for the irreps in aSn ⊃ Sn−1 group–subgroup chain. This does not uniquely label the basis
vectors, since theSn−1 irreps will generally be of dimension greater than one. OnlyS2 andS1

have all one-dimensional irreps. So if we extend the chain as in equation (2.1) we obtain a set
of irreps (partitions) which do uniquely label each basis vector. We give an example in figure 1.
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Figure 1. The set of irreps (partitions) associated with each of the basis vectors of the irrep [3 2].

The sequence of diagrams is an awkward way of labelling the basis vectors. But the
Ferrers diagram in a labelling sequence differs in only one box between steps. So we can
associate each sequence with a numbered Ferrers diagram, where the box which is removed
going fromSi to Si−1 is filled with i. Thus the procedure of generating the labelling of the
basis vectors is equivalent to filling the Ferrers diagram with the numbers 1, . . . , n, such that
each number appears exactly once and values strictly increase across rows and down columns.
Those filled diagrams are called Young tableaux and for a given partition (Ferrers diagram)
the number of Young tableaux corresponds to the dimension of the irrep. At the bottom of
figure 1 we give Young tableaux for the basis vectors labelled by the sequences given.

But one need not use the basis adapted to the chain of subgroups in equation (2.1), indeed
one need not have a basis with any adaption scheme. In general the differently adapted bases
are called non-standard bases. The particular non-standard representations we are interested in
were first discussed by Elliottet al (1953). They were interested, along with Jahnet al (1954),
Kaplan (1961) and others, in constructing functions with a definite permutation symmetry,
from functions for subsystems each of which has its own permutation symmetry. Elliottet al
(1953) introduced a basis in which theSn basis functions are adapted toSn and to the direct
product subgroupSa×Sb, wherea+b = n. Each factor group, theSa basis and theSb basis, is
standard basis adapted. Because there are many non-standard bases, we introduce a distinctive
new term,split basis, to emphasize this type. We denote such a split basis as anSn–Sa,b basis.
In the trivial case, namely whenb = 1, theSn–Sn−1,1 basis is theSn basis.

One can label the basis vectors of the split basis by a pair of tableaux, one witha boxes
and the other withb boxes. These tableaux determine the representation matrices of the
adjacent transpositions in the split bases using the method described above for the standard
basis tableaux. The first tableau is used if the adjacent transposition is inSa; the second
tableau is used if the adjacent transposition is inSb. The transposition between the factor
subgroups(n− b, n− b + 1), the bridging permutation, cannot be calculated in this manner,
but can be found by using the split–standard transformation. It is of particular interest to us
that multiplicities can arise in the split basis (McAvenet al 1998).
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3. Permuting bases

The dual basis of Hamelet al (1996) corresponds to removing the lowestS1 factor at each
level, as opposed to the standard basis in which the highestS1 factor is removed at each level.
In this section we generalize the result of Hamelet al (1996) to bases described in terms of the
removal of anyS1 factor at each level. We interpret this as dealing with a standard basis on a
rearranged list of labels. We show that the transformation matrix we require is a representation
matrix of anSn permutation in the standard basis.

Our procedure follows the derivation by Hamermesh (1962) of the representation matrices
in the standard basis. In his derivation, Hamermesh works recursively, assuming the
representation matrices for the firstn − 1 elements are known and deriving the matrix for
the transposition(n−1, n). Here we consider choosing the set ofn−1 elements to differ from
the set ofn elements by an element other than that labelledn. We label the element excluded
by p, thus ‘removing the box labelledp first’. Then, givenσ ∈ Sn that leavesp invariant,
there exists some permutationπ ∈ Sn such that for all suchσ , the permutationπσπ−1 leaves
the object labelledn invariant. We can then proceed as Hamermesh did for theSn basis but
with the permutationπ−1σπ in our modified basis occupying the same roleσ did in theSn
basis.

It remains now to describeπ . Clearlyπ needs to carryn to p, p to p + 1,p + 1 top + 2,
and so on untiln− 1 ton, while leaving the other elements fixed. Hence,

π =
(

1 2 . . . p − 1 p p + 1 . . . n− 1 n

1 2 . . . p − 1 p + 1 p + 2 . . . n p

)
. (3.1)

Having removed any factor at theSn level, we can just as easily consider removing any
box at theSn−1, and theSn−2 level, and so on. In particular, we can consider a variation on
the splitSn–S1,n−1 basis, where theSn−1 basis is adapted, not to the standard basis, but to the
group-subgroup chainS1×Sb−1 ⊃ S1×S1×Sb−2 ⊃ · · · ⊃ S1×S1×· · ·×S1, such that each
factor is removed from the left. This describes the dual basis of Hamelet al (1996). Denoting
a subgroup adapted to the dual basisSā we can write the dual basis asSn–S1,n−1, or simply as
theSn̄ basis. Settingp equal to one at each level in the basis chain produces theπ of Hamel
et al (1996):

π =
(

1 2 . . . n− 1 n

n n− 1 . . . 2 1

)
. (3.2)

In Hamelet al (1996)Mλ(π) was denoted byQ. We useMλ(σ) to label the matrix, in the
representationλ, for the permutationσ .

Another way of understanding this result is to look back to the discussion in section 2 and
examine how the basis vectors are labelled. If we remove the boxes in the Young tableaux in
a different order we will, in general, obtain a different partition chain relating to a different
Young tableau for the same irrep. So we have the same irrep, just with all the labels mixed up.
We still have a Ferrers diagram for each integeri 6 n.

Although those transformations are somewhat limited in value we can use them to
calculate some of the transformation matrices given by Chenet al (1983). For example,
the transformation between theS5 basis and theS5–S1,4 basis for the irrep [3 2] (Chenet al
1983, table II.5) can be shown to be like the representation matrix of the permutation(

1 2 3 4 5
5 1 2 3 4

)
. We say ‘like’ since there are differences in the signs of some rows

due to different phase choices. If our method is used for calculating such transformation
matrices, the phase freedom in the transformation matrices disappears. The choices have been
made in the representation matrices of the standard basis.
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Figure 2. The Young tableaux associated with the irrep [3 2], ordered according to the last letter.

Figure 3. The pair tableaux used to label the basis vectors, for the irrep [3 2], in theS5–S3,2 basis.
They are ordered according to the prescription of McAvenet al (1998).

Figure 4. The pair tableaux used to label the basis vectors, for the irrep [3 2], in theS5–S2,3 basis.
They are ordered according to the prescription of McAvenet al (1998).

Another difference is in the orders of the rows and columns. In figures 1 and 2 we see that
the first-letter ordering, used by us, and the last-letter ordering, used by Chenet al(1983), differ
only in the order of the third and fourth basis vectors. So, to recognize the relationship between
the transformation matrix and the permutation representation matrix we need to exchange the
third and fourth rows, and the third and fourth columns of one of them.

4. Split basis transformations

In this section we address the problem of transforming between two split bases which differ
only in that the two factors in the direct product subgroup are swapped. That is, we will
transform between theSn–Sa,b basis and theSn–Sb,a basis.

Consider the matrixMλ
a,b(π

a,b), being the matrix for the permutationπa,b represented in
theSn–Sa,b basis, where

πa,b =
(

1 2 . . . b b + 1 . . . n− 1 n

a + 1 a + 2 . . . n 1 2. . . a − 1 a

)
. (4.1)

This matrix carries the representation matrices in theSn–Sa,b basis to the representation
matrices in theSn–Sb,a basis by the relation

PMλ
a,b(π

a,b)Mλ
a,b(σ )(PM

λ
a,b(π

a,b))−1 = Mλ
b,a(σ ) (4.2)

whereP is a permutation matrix used to reorder the basis vectors so that the basis vectors for
the representation matrices are all ordered according to our standard prescriptions. We will
give the procedure for obtainingP later in this section.
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Figure 5. The matrix representations of the generators ofS5, for the irrep [3 2]. In theS5–S3,2
basis (left column) and theS5–S2,3 basis (right column).

Before discussing this result in more detail, we consider an example, theS5–S3,2 basis and
theS5–S2,3 basis. The tableaux pairs labelling those bases are in figures 3 and 4 respectively,
each ordered according to the prescription in McAvenet al (1998).

We cannot calculate the representation matrices for the bridging permutations directly, we
need to use the split–standard transformation matrices of Chenet al (1983) to obtain them.
We give the matrix representations in figure 5.

The appropriate permutationπ for transforming from theS5–S2,3 basis to theS5–S3,2 basis

isπ2,3 =
(

1 2 3 4 5
3 4 5 1 2

)
. The inverse is used to transform back. The two representation

matrices used in the transformations are then, forM [3 2](π2,3) andM [3 2](π3,2) respectively,

1
3

√
2

3

√
2√
3

0 0
−2
√

2
3

1
6

1
2
√

3
0 0

0 0 0 −1
2

−1
√

3
2

0
√

3
2

−1
2 0 0

0 0 0
√

3
2

−1
2

 and



1
3

2
√

2
3 0 0 0

−1
√

2
3

1
6

√
3

2 0 0

0 0 0 −1
2

√
3

2
−1
√

2√
3

1
2
√

3
−1
2 0 0

0 0 0 −1
√

3
2

−1
2

 .
(4.3)

The appropriate permutation matrix for the transformations is

P =


1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 1 0 0

 . (4.4)

To prove the general result, we turn to developments of Chen and Gao (1982). Chenet al
(1983) follow Chen and Gao (1982) in introducing complete sets of commuting operators
(CSCOs). We give some details about the CSCOs here, more can be found in Chen and Gao
(1982) or Chen (1989).
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Consider the operator, which Chenet al (1983) call a two-cycle class operator,

C(l) =
l∑

16i<j
(i, j). (4.5)

For example,C(4) = (12) + (13) + (14) + (23) + (24) + (34). Chen and Gao (1982) showed
that the set of these two-cycle class operatorsC(n), C(n − 1), . . . , C(2), of the permutation
groupsSn, Sn−1, . . . , S2, constitute a complete set of commuting operators. We denote this set
{Cn(i)}, noting thati runs from 2 ton.

Chen et al (1983) refer to this complete set of commuting operators as the second
kind of CSCO, or CSCO-II. The simultaneous eigenvectors of those operators constitute
vectors the Young–Yamanouchi basis ofSn. The correspondence with operators in the groups
Si, 2 6 i 6 n, is in accordance with the sequence of Ferrers diagrams used to label basis
vectors of symmetric group irreps, or alternately the Young tableaux (section 2). Similarly,
CSCO-IIs can be defined for theSa andSb groups appearing in the direct product subgroup in
the split basis. Explicitly, the CSCO-II ofSa is,

{Ca(i)} = {C(a), C(a − 1), C(a − 2), . . . , C(2)} (4.6)

where eachC(l) is as in equation (4.5). The CSCO-II ofSb is,

{C ′b(i)} = {C ′(b), C ′(b − 1), C ′(b − 2), . . . , C ′(2)} (4.7)

where we add a prime to the two-cycle class operators, since the operators differ slightly to
those in (4.6),

C ′(l) =
a+l∑

a+16i<j
(i, j). (4.8)

Chen and Gao (1982) point out that it is more convenient for computer computation to
collect all the sets of operators in a CSCO into one operator. Thus, instead of{C(a)} and
(C ′(b)) we consider

M
a,b
1 =

b∑
l=2

klC(l) and M
a,b
2 =

b∑
l=2

klC
′(l). (4.9)

The coefficientskl andk′l can be freely chosen (as long as the eigenvalues are non-degenerate),
so that the CSCOs span classes of operators. Chenet al (1983) chooseki = i + 7. We have
similar CSCO-IIs for theSn–Sb,a basis, obtained from (4.9) by swapping the symbolsa andb.

In a basis the CSCO-IIs associated with that basis are diagonal. Thus, if we could map
the CSCO-IIs of theSn–Sa,b basis into the CSCO-IIs of theSn–Sb,a basis, we would have a
mapping between the two bases. But simply relabelling the elements is enough to do this.
Consider our example from earlier in this section. For theS5–S2,3 basis and theS5–S3,2 basis,

M
2,3
1 = k2(1 2) M

2,3
2 = k′2(3 4) + k′3[(3 4) + (3 5) + (4 5)]

M
3,2
2 = k′2(4 5) M

3,2
1 = k2(1 2) + k3[(1 2) + (1 3) + (2 3)].

(4.10)

Relabelling the elements in the CSCOs of theS5–S2,3 basis according to the permutation

π2,3 =
(

1 2 3 4 5
3 4 5 1 2

)
, we obtain the same form for the CSCOs as in theS5–S3,2 basis.

The variation ofkl andk′l generates the same class of operators, so that the permutation carries
one class of operators to the other. Hence an operator that performs the transformation from
theS5–S2,3 basis to theS5–S3,2 basis is the matrixQ2,3 = Mλ(π2,3)P . The matrixP ensures
the basis vectors are correctly ordered. The permutationπ depends on the bases we are
transforming between, but is independent of the representation.
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Since adjacent transpositions are self invertible, it is clear that the permutationπ is not
unique. For this example, we need only insure that one of theS2,3 labels 1 and 2 becomes one
of theS3,2 labels 4 and 5, and the other of those twoS2,3 labels becomes the otherS3,2 label.
Thus, 1 to 5 and 2 to 4 is a valid alternative. Similarly, the label 3 ofS2,3 could go to 2 ofS3,2,
4 of S2,3 to 1 ofS3,2, leaving the label 5 ofS2,3 to go to 3 ofS3,2. So how can this freedom be
explained? In theS5–S2,3 basis the adjacent transpositions(1 2) and(3 4) must be diagonal,
since they are elements in a CSCO-II of that basis. (See, for this example, the representation
matrices of(1 2) and(3 4) in theS5–S2,3 basis in figure 5.) Being orthogonal, they must also
have±1 in each diagonal position. Thus, they can at most change the signs of rows of the
matrix representation ofπ in theS5–S2,3 basis.

Returning to the general forms of the CSCO-IIs, from (4.9),

M
a,b
1 = k2(1 2) + k3[(1 2) + (1 3) + (2 3)]

+ · · · + ka[(1 2) + (1 3) + (2 3) . . . (a − 2, a) + (a − 1, a)] (4.11)

M
a,b
2 = k′2(a + 1, a + 2) + k′3[(a + 1, a + 2) + (a + 1, a + 3) + (a + 2, a + 3)]

+ · · · + kb[(a + 1, a + 2) + (a + 1, a + 3) + · · · + (n− 2, n) + (n− 1, n)]

(4.12)

M
b,a
1 = k2(1 2) + k3[(1 2) + (1 3) + (2 3)]

+ · · · + kb[(1 2) + (1 3) + (2 3) . . . (b − 2, b) + (b − 1, b)] (4.13)

M
b,a
2 = k′2(b + 1, b + 2) + k′3[(b + 1, b + 2) + (b + 1, b + 3) + (b + 2, b + 3)]

+ · · · + ka[(b + 1, b + 2) + (b + 1, b + 3) + · · · + (n− 2, n) + (n− 1, n)] (4.14)

we can see that the permutation given in equation (4.1) performs the transformation.
The permutationP which acts to reorder the basis vectors is calculated from the basis

vectors. The action ofπ on the basis vectors is to renumber the labels in the boxes of the pair
of tableaux. The lower numbered boxes are then in the second tableau of the pair. But it is
standard to have the lower numbered boxes in the first tableau of the pair. So we swap the
first and second parts of all the basis tableaux pairs. But now the new basis ordering will not,
in general, be standard. The permutationP is required to standardise the ordering in the new
basis. For the example considered,P swaps the third and fourth basis vectors.

The result for single boxes given in section 3 is a special case of the result of this section,
which applies to many boxes. However, bases can also be defined with respect to product
subgroups ofSn with three or more factors, for exampleSn–Sa × Sb × Sc. Another adaption
for a basis is to have split bases at several levels. For example, a basis could be adapted to
Sn, Sa × Sb, n = a + b, andSc × Sd, a = c + d. All those bases can be rearranged using
permutations derived from this CSCO analysis.

Before investigating the calculation of the split–standard transformation coefficients, we
make one final point. Since one can transform between split bases via the standard basis, a
relationship between the split–standard transformation matrices and the reordering matrices
can be obtained. This relationship can be written

T λa,b(T
λ
b,a)

t ≡ Mλ
b,a(π

b,a) (4.15)

with the two split–standard transformation matrices on the left, and the split–split matrix on
the right. We leave out the ordering permutation matrices.

5. The block-selective conjecture

The block-selective conjecture calculates split–standard transformation coefficients. The
conjecture builds on the results of the previous sections.
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The problem we want to solve is to find the matrix,T λa,b, which satisfies

Mλ
a,b(σ ) = T λa,bMλ(σ )(T λa,b)

t (5.1)

for all permutationsσ of n = a + b elements. We continue to useMλ(σ) as the standard basis
matrix irrep of the permutationσ in the irrepλ.

Let us first describe our conjecture in a formal manner.

(1) List the standard basis tableaux in first-letter order. Call the listL.
(2) ConstructQ = Mλ(πa,b) (Hamermesh 1962, Rettrupet al 1996, Wuet al 1994), where

πa,b =
(

1 2 . . . b b + 1 . . . n− 1 n

a + 1 a + 2 . . . n 1 . . . a − 1 a

)
. (5.2)

(3) Generate the listL′ of split basis pair tableaux by the following procedure. For each
tableaux inL:

(a) remove the boxes containing the lasta labels, giving a tableauT1 of b boxes;
(b) remove the boxes containing the firstb labels usingjeu (section 2), giving a tableau

T2 of a boxes;
(c) apply the permutationπa,b of (5.2) to the labels in the pair tableauxT1, T2;
(d) the lower labels are now inT2 so reorder the pair tableaux to label the basis vectors

T2, T1. This is the same action as we took in section 4.

(4) OrderL′ according to the standard prescription for split bases (McAvenet al 1998).
Record inP the permutation required to reorderL′.

(5) LetT = PQ.
(6) If the first tableau in theith pair tableaux ofL′ is not equal to the sub-tableau of the first

a boxes in thej th tableaux ofL then setTij = 0.
(7) Normalize rows ofT which have no multiplicity associated with them.
(8) Apply the Gram–Schmidt orthogonalization procedure to any set of rows ofT differing

only in multiplicity.
(9) The resulting matrix describes the transformationT λa,b.

We have used the conjecture to generate all the transformation coefficients of Chenet al
(1983), to within phases. This includesT [3 2 1]

3,3 , for which there is a product multiplicity
(McAvenet al1998). Preliminary speculations on this method (McAven and Butler 1998) did
not include this multiplicity result. We shall now consider an example, [3 2] in theS5–S2,3

basis.
Consider the irrep [3 2], and the transformation from the standard to theS5–S2,3 basis.

The basis vectors for the standard and split bases are given in figures 1 and 2, respectively.
The permutation associated with our algorithm is

π2,3 =
(

1 2 3 4 5
3 4 5 1 2

)
. (5.3)

The representation matrix of this permutation in the standard basis is

Q = M2,3(π2,3) =



1
3

√
2

3

√
2√
3

0 0
−1

3
√

2
−1
3

1
2
√

3

√
3

2 0
−1√

6
−1√

3
1
2

−1
2 0

−1√
6

1
2
√

3
0 0

√
3

2
−1√

2
1
2 0 0 −1

2

 . (5.4)
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Figure 6. The relationship between split and standard tableaux for the [3 2] example, prescribed
by the block-selective conjecture. The first two rows are from steps (3a) and (3b) respectively. The
second two rows are given by the action of steps (3c) and (3d) on the first two rows.

The results of step (3) are in figure 6. Comparing figures 4 and 6, we find (step (4))

P =


1 0 0 0 0
0 0 1 0 0
0 0 0 0 1
0 1 0 0 0
0 0 0 1 0

 . (5.5)

After applyingP and the selection rule of step (6) we obtain

T =



1
3

√
2

3

√
2√
3

0 0
−1√

6
−1√

3
1
2 0 0

−1√
2

1
2 0 0 0

0 0 0
√

3
2 0

0 0 0 0
√

3
2

 (5.6)

which is then normalized. As in section 3 the third and fourth columns must be exchanged to
compare our result with Chenet al (1983). The split basis order is consistent with that used
by Chenet al (1983), so the rows may be left.

This example is simple, but the compactness should not, however, mislead the reader into
thinking larger examples are any more difficult. We state in sections 1 and 6 reasons why
this conjectured method is more efficient and elegant than techniques previously proposed for
calculating those coefficients. Examining a larger case would require the handling of larger
matrices but otherwise, apart from the use of step (8) for multiplicity cases, would add nothing.

Let us return to the general algorithm. The critical stage is identifying the permutation
matrix in the standard basis with the transformation matrix. This identification is motivated by
the CSCOs considered in the previous section. The permutationπa,b is the same as that given
in equation (4.1). The matrix representation ofπa,b in theSn–Sa,b basis was used to transform
from theSn–Sa,b basis to theSn–Sb,a basis. In the block-selective conjecture the permutation
is represented in the standard basis. The results of section 3 tell us that this permutation carries
the standard basis to a permuted basis. In the example above the permuted basis corresponds
to

S5 ⊃ S4× S1(2)
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⊃ S3× S1(1)× S1(2)

⊃ S2 × S1(5)× S1(1)× S1(2)

⊃ S1(3)× S1(4)× S1(5)× S1(1)× S1(2). (5.7)

In section 4 we mentioned that if all the operators in the CSCO-II associated with a basis
are diagonal, then we are in that basis. TheP of the algorithm reorders standard basis vector
order to split basis vector order, and can be ignored in the analysis of the CSCOs. Both the
split and standard bases have the diagonalC(n) CSCO, and the permutation in equation (5.2)
will preserve this. The CSCO-II associated with the first factor groupSa is already diagonal
in the standard basis, and must remain so after applying the transformation matrix. The other
problem is to diagonalize the CSCO-II associated with the second factor group,Sb.

The matrix representation of the permutationπa,b in equation (5.2) diagonalizes the
CSCO-II ofSb. But it also makes the CSCO-II ofSa generally non-diagonal. The permuted
basis is not generally diagonal inC ′b(a), or for the example relating to the basis in (5.7), the
permuted basis is not diagonal in the CSCO-IIC ′3(2). This problem forSa is overcome by
the block-selective rule of step (6), without upsettingSb. The block selection rule ensures that
the product of the split basis pair tableaux contains the standard basis tableaux. The rule is
not represented as a matrix product, so we cannot consider the transformation to be via the
permuted basis. Rather the split–standard transformation is to a basis ‘near’ the permuted
basis.

The permutation structure of this method emphasises the strong link between the matrix
elements of permutations and the ratios of split–standard transformation coefficients. Each
row of the transformation matrix is taken from a row of the representation matrix ofπa,b in the
standard basis, or alternately from a row of the transformation to the permuted basis. Consider
labelling the standard basis vectors byui , the permuted basis vectors byvi and the split basis
vectors bywi . Then the relationships between the permuted and standard basis vectors, and
between the split and standard basis vectors can be respectively expressed as

vi =
∑
j

Cijuj and wi =
∑
j

Tijuj . (5.8)

Then the block selection conjecture tells us that the following two relationships hold whenever
the product of the two split basis vectors can give the standard basis vector:

Cij

Cij ′
= TP(i)j

TP (i)j ′

Cij

Ci ′j
= TiP−1(j)

Ti ′P−1(j)

. (5.9)

We have two results which, if proved, would confirm the block-selective conjecture.
Firstly, that the CSCO-II for the split basis be diagonalized by the transformation matrix in the
conjecture. Secondly, that the ratios in equation (5.9) hold.

Finally, note that one may simplify step (3b) in calculations performed by hand by
removing all the boxes at once. For programming purposes though it is necessary to identify
the original position of the box containing 1 and there is in general no advantage.

5.1. The block-selective conjecture and multiplicities

It is especially significant that the conjecture suggests solutions for multiplicity cases. However,
step (8) of the algorithm, application of the Gram–Schmidt procedure, is not unique in giving a
correct multiplicity separation. We shall evaluate here the simplest case, one of the two blocks
of [3 2 1] in theS6–S3,3 basis, and discuss the freedom allowed in going from the block of the
representation matrix to a valid separation.
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Table 1. The multiplicity two solutions for the irreps [3 2 1] and [4 2 1] in terms of the parameters
of McAvenet al (1998).

Parameters [3 2 1] Blocks [4 2 1] Blocks

One Two One Two Three

x 1
36
√

14
−
√

5
36
√

6
−

√
2

21
√

185
− 1

28
√

30
− 1

14
√

30

y − 1
162
√

14
− 1

162
√

30
1

112
√

370
−

√
5

2016
√

6
1

504
√

30

r − 2
9 − 2

45 − 3
32

5
72 − 1

36
θ +1 +1 −1 −1 +1
φ +1 −1 −1 +1 −1
ψ −1 +1 −1 +1 +1

The relevant block of the representation matrix prior to step (8) is,
√

3
16

3
8

3
16

√
15
8 −

√
15

16 − 3
√

5
16√

5
8 −

√
15

16

√
15
8 − 5

16 0 0
3
8

5
√

3
16 −

√
3

8 − 3
√

5
16 0 0

−
√

15
16 0

√
5

16 0 5
√

3
16 − 5

16

 . (5.10)

If one uses step (8) then the particular solution obtained is
1

2
√

14

√
3√
14

√
3

2
√

14

√
5√
14

−
√

5
2
√

14
−
√

15
2
√

14

− 3
√

5
4
√

14

√
15

4
√

14
− 3
√

15
4
√

14
5

4
√

14
1

4
√

14

√
3

4
√

14√
3√
14

5
2
√

14
− 1√

14
− 3
√

15
4
√

14
0 0

√
15

4
√

14
−
√

5
4
√

14
−
√

5
4
√

14

√
3

4
√

14
− 7
√

3
4
√

14
7

4
√

14

 . (5.11)

This corresponds to choosingx = 1/(36
√

14), y = −/(162
√

14), θ = +1, ψ = +1 and
φ = −1 in the solutions (equation (4.10) of McAvenet al (1998)).

The coefficients in equation (5.10) already satisfy almost all of the equations used by
McAven et al (1998). Only normality and orthogonality are not satisfied. Row scaling, as
in step (7), is enough to obtain normality but orthogonality looks more difficult. However,
adding rows differing only in multiplicity effects just the orthogonality and normality equations.
Thus while the Gram–Schmidt procedure only normalizes the first row, one can, in general,
take the new first row to be a linear combination of the first and second rows. To retain the
correct relations between the first and third rows, and between the second and fourth rows, it is
necessary to mix first and second rows, and mix third and fourth rows, in the same proportions.
The Gram–Schmidt procedure avoids the need to search for a solution.

To complete column normality one must consider the extra row above and below the
block in (5.11) (McAvenet al 1998). There is also an additional relation between the phases
in McAven et al (1998) necessary for column normality to be satisfied,θψ = −φ. The
complicated nature of the equations obscures this detail.

We have further tested our conjecture on the other multiplicity block of [3 2 1], and on
the three multiplicity two blocks arising in the decomposition of [4 2 1] toS4 × S3. We give
those solutions in table 1 in terms of the parameters in McAvenet al (1998). It is interesting
that in each case one of the blocks gives the maximum number of zeros. The second block
for theS6–S3,3 basis contains two rows with two zeros. The third block for theS7–S4,3 basis
contains two rows with two zeros also.
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6. Summary

We have considered transformations between permuted bases, split bases and standard bases
of the symmetric groupSn. We have presented the block-selective conjecture, with which we
have calculated split–standard transformation coefficients for groups up to and includingS6.
This conjecture provides multiplicity separations, correct for allS6 transformations and for
thoseS7 cases we have checked. The block-selective conjecture gives a separation without
reference ton or the factor group sizes.

Furthermore, whereas Chenet al (1983) require diagonalizing a CSCO-II matrix in the
standard basis, we have a direct method for changing a representation matrix of a permutation
into the transformation matrix required. We thus avoid indirect numerical techniques such
as diagonalization and recursion. The method for making the change is a simple selection
rule based on the Littlewood–Richardson rule. The direct relation with the permutation
representation matrix is most easily seen in that the ratios of entries in the permutation
representation matrix equal the ratios of entries in the transformation coefficients, where the
transformation coefficients are both non-zero.

Although our conjecture is unproven, the ratio relationship and the need for the CSCO-II
of the split basis to be diagonalized are both possible paths to proofs.
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